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ABSTRACT Mule deer (Odocoileus hemionus hemionus) populations in North America are a valuable economic wildlife resource, with the managed harvest of this species reflecting societal values and recreational opportunities in many parts of the western United States. Managing mule deer populations while allowing for harvest requires an understanding of the species’ population dynamics, including the specific factors associated with population change. We conducted a 7-year (2005–2012) study designed to investigate habitat use and survival of mule deer in eastern Oregon, USA. We used known-fate data for 408 adult female radio-collared mule deer to estimate monthly survival rates and to investigate factors that might affect these rates, including seasonal distribution, temporal effects (seasonal, annual, and trends across season and year), movement behavior, and local weather and regional climatic covariates. Variation in survival rates of female mule deer was best explained by an additive effect of migration behavior, differences in survival during the fall migration period compared to the rest of the annual cycle, and precipitation levels on winter ranges of individual deer. Estimates of annual survival were higher for migrants (0.81–0.82), compared to residents (0.76–0.77). Survival was lower for migrants and residents during fall migration (Oct–Nov) and higher amounts of winter precipitation increased survival of both groups. The results of our study suggest that migrating to potentially higher quality summer foraging areas outweighed the cost of traveling through unfamiliar habitats and energy expenditure associated with migration. © 2018 The Wildlife Society.
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To sustainably manage mule deer (Odocoileus hemionus hemionus) populations while allowing for harvest requires an understanding of the species’ population dynamics (Gordon et al. 2004), including the specific factors influencing population change. For ungulates in general, juvenile (<1 yr old) survival is highly variable and is the vital rate most commonly attributed to fluctuations in population size (White and Bartmann 1998, Gaillard et al. 1998). In contrast, adult female survival rates are generally characterized as high, exhibiting little temporal variation (Gaillard et al. 1998), and mule deer populations may rely more on high stable adult survival rates than other ungulate populations to prevent long-term population fluctuations (Forrester and Whittmer 2013). However, where survival rates for adult female mule deer have been quantified, they can vary temporally and spatially between populations (Nicholson et al. 1997, Unsworth et al. 1999, Bishop et al. 2005), and small changes in adult female survival of mule deer can have major effects on the overall population growth rate (Morris and Doak 2002). Thus, biotic and abiotic factors that increase variation in adult female survival rates can decrease mule deer population stability (Gaillard et al. 1998).

Specific factors associated with temporal and spatial variation in adult mule deer survival rates include migration behavior (Nicholson et al. 1997), location of seasonal ranges (Bishop et al. 2005), and regional climate and local weather patterns (Monteith et al. 2011, Lendrum et al. 2014). Mule deer populations across the West contain individuals that migrate between seasonal ranges and those that do not, with migratory individuals typically more common in a population than those that do not migrate (Garrott et al. 1987, Brown 1992, Nicholson et al. 1997). The benefits of migration can include seasonal escape from predation or insect harassment (Fryxell et al. 1988, Hebblewhite and Merrill 2007) and the advantage of following seasonal food availability (Petorelli et al. 2005, Lendrum et al. 2014) or other limiting resources (e.g., water; Murray 1995). However, mule deer that migrate must travel longer distances, and can be exposed to greater risks, such as predation or vehicle collisions associated with crossing highways (Nicholson et al. 1997).
In addition, the seasonal movement of individuals between summer and winter ranges can subject an ungulate population to varying climate or weather stresses during different parts of the annual cycle (Post and Stenseth 1999). In particular, winter precipitation (Bishop et al. 2005), winter severity (DeLjudice et al. 2002), and midsummer drought (Brown et al. 2006) can be associated with variation in mule deer survival. Climate change models for the Pacific Northwest predict drier summers, and wetter autumns and winters (Mote and Salathé 2010) and this may increase the risk for large-scale wildfire in the western United States (Westerling et al. 2006); these are all changes that could affect mule deer at different stages of their life cycle (Post and Stenseth 1999).

The objective of our study was to estimate monthly survival rates for adult female mule deer in south-central Oregon and determine the spatial and temporal factors that affected mule deer survival. We hypothesized that survival rates for mule deer on our study area would vary in relation to 4 general factors: individual migration behavior, location and characteristics of seasonal ranges, winter weather patterns, and disturbance on seasonal ranges and during the hunting season. Specifically, we predicted decreased survival as the distance traveled between seasonal ranges increased because of an increase in migration costs (i.e., energy expenditure, risk of predation, or vehicle collision), particularly as migration routes generally included crossing between 1–3 highways. We predicted that survival rates would be negatively affected by higher winter severity because severe winter weather can make mule deer more susceptible to predation and starvation as temperatures decrease and precipitation increases (Nelson and Mech 1986, DeLjudice et al. 2002). We predicted that deer with ranges that included the expanding urban area would have lower survival than deer with ranges outside because of higher exposure of human disturbance (Nicholson et al. 1997, Oliver and Kline 2012). Finally, we predicted that the disturbance of hunting (hunters on foot, sounds of firearms, increased vehicle use) would negatively affect females by increasing flight response time (Stankovich 2008), which could decrease time spent foraging or increase interactions with vehicles.

STUDY AREA
The study area was located in south-central Oregon near the eastern slopes of the Cascade Range and extended into the High Lava Plains and the Basin and Range provinces (Franklin and Dyrness 1973). The study area (≈44,000 km²) primarily included lands under federal ownership administered by the United States Department of Agriculture Forest Service and United States Department of Interior Bureau of Land Management, with private land dispersed throughout. Although plant communities differed across the study area because of elevation and soil type (Franklin and Dyrness 1973), vegetation for a large portion of study area was typical of shrub-steppe ecosystems (low rainfall, natural grassland primary composed of sagebrush [Artemisia spp.] with forested ecosystems at higher elevation. Shrub-steppe ecosystems are characterized by plant communities that include sagebrush, antelope bitterbrush (Purshia tridentata), snowbrush (Ceanothus velutinus), rabbitbrush (Chrysothamnus sp.), fescue (Festuca spp.), and blue bunch wheatgrass (Agropyron spicatum). Forested ecosystems are characterized by plant communities that include ponderosa pine (Pinus ponderosa), western juniper (Juniperus occidentalis), Douglas fir (Pseudotsuga menziesii), quaking aspen (Populus tremuloides), and lodgepole pine (Pinus contorta).

In addition to mule deer, the study areas supported wild populations of elk (Cervus canadensis nelsoni), pronghorn (Antilocapra americana), cougar (Puma concolor), black bear (Ursus americanus), and coyote (Canis latrans). Widespread livestock grazing (cattle) on private lands and through permit on federal lands administered by the Bureau of Land Management also occurred.

The climate in this region is described as having dry warm summers (Jun–Aug) with average July maximum temperatures of 27°C to 31°C, and cold winters (Dec–Feb) with average minimum January temperatures of −7°C to −11°C (PRISM Climate Group 2010). Annual precipitation ranged from 38 cm to 89 cm, usually in the form of snow (Franklin and Dyrness 1973), and the topography was relatively flat with gently rolling hills ranging in elevation from 587 m to 2,192 m. Soil types varied widely throughout the study area, mostly composed of pumice and ash, from the eruption of Mount Mazama over 8,000 years ago (Franklin and Dyrness 1973). Most of the area was administrated by the Bureau of Land Management (24%) or the United States Forest Service (44%) and the rest was privately owned (particularly at lower elevations). The human estimated population for the area was 254,000 people (U.S. Census Bureau 2010).

Oregon Department of Fish and Wildlife (ODFW) managed ungulate populations within the context of discretely bounded areas known as Wildlife Management Units (WMUs). The WMUs were created in 1958 to facilitate distribution of wildlife harvest levels across the state (Mace et al. 1995). State administrative boundaries within the study area included Klamath, Lake, and Deschutes counties (Fig. 1), and the Fort Rock, Interstate, Klamath Falls, Paulina, Metolius, Silver Lake, Sprague, Upper Deschutes, and Wagonire WMUs (ODFW 2003). The core study area included the Fort Rock, Sprague, Sliver Lake, and portions of Paulina, Wagonire, and Upper Deschutes WMUs. During the winter, some mule deer also occurred in Maury and Warner WMUs, north-central California, and west of the Cascade Mountain crest in McKenzie, Indigo, and Santiam WMUs.

METHODS
Capture and Handling
Research personnel from ODFW captured and radio-collared adult female mule deer from June 2005 to September 2011 (n = 456). Most deer were captured using helicopter net guns (75%; Barrett et al. 1982) with the rest captured via chemical immobilization with a rifle-fired dart (23%) or using panel or clover traps (2%; Clover 1954). We used a combination of Telazol (Zoetis, Kalamazoo, MI,
USA), xylazine, (Lloyd, Shenandoah, IA, USA), and ketamine (Bionichepharma, Galaway, Ireland) to chemically immobilize deer, with Tolazoline (Wildlife Pharmaceuticals, Windsor, CO, USA) used as an antagonist (Monteith et al. 2012). We aged (through dental examination; Erickson et al. 1970), ear-tagged, and sexed all deer captured (fawns, yearlings, adults), and radio-collared adult females. We handled all deer in accordance with protocols approved by ODFW for safe capture and handling and following recommendations of the American Society of Mammalogists (Sikes et al. 2011).

We attached global positioning system (GPS) radio-collars to adult females, with data either stored on board (3300S, Lotek, Newmarket, ON, Canada; n = 401), or downloaded remotely (4400S, Lotek; n = 55). We programmed GPS radio-collars to obtain locations every 4 hours except during fall and spring migration periods when we increased programmed location frequency to obtain a location every 90 minutes. The comprehensive location data stored on collars became available when the deer died, or once the radio-collar automatically detached from the deer 17 months after attachment. The GPS collars had a motion-sensitive sensor that caused a change in the transmitter’s pulse rate if the transmitter was motionless for >4 hours (i.e., mortality signal). We investigated these mortality signals within 24–72 hours of detection and conducted necropsies if the carcass was present. We assigned each deer mortality to 1 of 8 cause-of-death categories: cougar predation, coyote, illegal harvest, harvest, vehicle collision, disease, other (e.g., fence collisions, malnutrition or starvation, death during fawning), and unknown. We used a standardized protocol developed by ODFW to evaluate cause of death for every necropsy. We

Figure 1. Location and core study area of the 408 adult female mule deer used in the known-fate survival analysis in south-central Oregon, USA, August 2005 to May 2012.
determined the cause of death by observing predator-specific wounds, concealment and location of the carcass, and consumption habits (Henne 1975, Wade and Bowns 1982). If it appeared that predation had occurred, we required a complete checklist of descriptive indications (i.e., bite marks, scat, tracks) at each site for a carcass to be assigned to a potential predator (cougar, coyote); otherwise we classified it as predator unknown. After we investigated a deer mortality, we collected the GPS collar and downloaded the collar location data into a geographic information system (GIS) database (ArcMap version 10.0, Environmental Systems Research Institute, Redlands, CA, USA).

**Explanatory Variables for Survival**

We estimated monthly survival rates for adult female mule deer from August 2005 through May 2012. We defined the mule deer annual cycle in terms of their biology with each year starting on 1 June, when most fawns are born (Spetzen 2014), and ending 12 months later on 31 May. We defined 4 seasons that reflected different stages of the mule deer life cycle: summer (1 Jun–30 Aug), fall (1 Sep–30 Nov), winter (1 Dec–28 Feb), and spring (1 Mar–31 May). We also identified spring (Apr and May) and fall (Oct and Nov) migration periods (Coe et al. 2015), and the hunting season (Aug–Oct) as potentially important sources of temporal variation in survival.

We plotted the GPS data for each individual deer to determine summer and winter ranges. We categorized locations as those that delineated seasonal ranges or those that reflected migration routes by examining distances and direction of sequential movements (Cupples and Jackson 2014). Each seasonal range was characterized by short movements (<3 km within 4 hr) conducted between winter and summer. We defined the beginning of the migration movement by the first movement (>3 km) outside the seasonal ranges without returning, and ended once the individual reached the new seasonal range (Thomas and Irby 1990). Once we determined each summer and winter location cluster and removed migration locations, we used spatial statistics in ArcMap version 10.0 to obtain the mean center of the seasonal range. We considered a deer to be migrating when the direction of movement was away from the mean center of one seasonal range in the direction of the other mean center seasonal range, outside of the cluster (Brown 1992). We also assigned each seasonal range center a WMU number associated with the WMU where it occurred. If a deer remained in one area the entire year then we categorized it as a resident deer and calculated a mean center using all location data. Because management and harvest pressure varied by WMU, we predicted that variation in survival could be explained by differences in WMUs where summer and winter seasonal ranges were located.

Oregon Department of Fish and Wildlife estimated mule deer herd composition annually for population trend information and hunting tag allocation (ODFW 2003). We identified groups of deer in our study based on fine-scale temporal location data from GPS collars (Cupples and Jackson 2014). We determined mule deer groups identified as herds by similarities in winter location, angle and distance of travel from winter location, and migration pathways (J. B. Cupples, ODFW, personal communication). We assigned each individual deer in our analysis to a herd group based on this characterization (Cupples and Jackson 2014).

To index human development in proximity to the seasonal ranges and migration pathways of mule deer, we used Wildland Urban Interface (WUI) geospatial data from Oregon Department of Forestry (http://www.oregon.gov/odf/pages/fire/sb360/sb360.aspx, 27 May 2014). The WUI delineated areas where houses (urban, suburban, and sometimes rural areas) and undeveloped natural areas interface (Radeloff et al. 2005). We assigned each individual deer a binary value for each seasonal range depending on whether that range was inside (1) or outside (0) the WUI.

We considered an individual deer migratory if its seasonal ranges did not overlap (Brown 1992), whereas we categorized deer that had both winter and summer ranges in the same location as resident deer. If a deer died before we could determine its migratory status, we categorized it as unknown, so we had 3 categories associated with migration behavior and 2 dummy variables to code these categories (migratory: migrant = 1 and unknown = 0; unknown: migrant = 0 and unknown = 1; resident: migrant = 0 and unknown = 0). We estimated distance migrated by measuring the distance (km) between the seasonal range centers following the actual migration path.

We also compared our method of categorizing migration behavior with the results from a net squared displacement analysis to identify movement patterns of yearly trajectories of individual deer (Cagnacci et al. 2016). We derived migration parameters corresponding to resident, migrant, and nomadic (distance, timing, and duration of seasonal movements are random) behavior from a fixed effects model by fitting nonlinear models to each individual trajectory separately following Bunnefeld et al. (2011) and using the nls function in R (Cagnacci et al. 2016).

Deer-vehicle highway collisions are a concern to state agencies nationwide (Romin and Bissonette 1996, Coe et al. 2015). We used a Oregon state highways GIS layer from Oregon Department of Transportation land use development zones (2009) (http://www.oregon.gov/ODOT/TD/TDATA/pages/gis/odotmaps.aspx, accessed 17 Aug 2014) to calculate the number of highways an individual deer must cross during fall or spring migration (range = 0–3) to reach its seasonal range (average traffic volume = 15,200 Annual Average Daily Traffic of all vehicles for 3 highways in study area from 2005–2012). In addition, we also calculated a third covariate combining the number of times a deer crossed a highway (i.e., number of highway crossings) during spring and fall migration (range = 0–6). We predicted that survival rates would decrease as the number of highways crossed or highway crossings increased because the risk of collision with a vehicle would be increased the more often a deer crossed a highway.

We obtained mean temperature and precipitation data for 2005–2012 from the PRISM maps for our study areas (PRISM Climate Group 2010). We calculated a winter
precipitation value (mm) by averaging the mean monthly precipitation (mm) for December, January, and February at 2 spatial scales: the individual's winter range and across the entire WMU assigned to each individual's winter range. The resolution of the PRISM data were similar in size to the winter seasonal ranges, so we used the precipitation value taken at the mean center point of the individual's winter range to determine the winter precipitation at the individual level. Because of the expansive area within each WMU (>5,000 km²), we used zonal statistic in ArcMap version 10.0 to calculate the mean monthly winter precipitation across each WMU for each year. We chose 2 different spatial scales (WMU and individual home range) to be able to detect different weather patterns and variability, while trying to eliminate bias of perceived ecological importance (Levin 1992). Deep snow can make deer more susceptible to predation and starvation; therefore, we predicted that winter survival rates would be negatively affected by higher winter precipitation at the WMU level and individual home range.

We used geospatial winter severity data developed by ODFW to index winter range conditions during December through February (Johnson et al. 2013). We calculated this index using precipitation from December to February and the average monthly minimum temperature and then standardized into a single metric (WSI = standardized precipitation—standardized temperature; Johnson et al. 2013) using PRISM models (PRISM Climate Group 2010). We calculated winter severity at 2 spatial scales: the individual’s winter range and across the entire WMU assigned to each individual’s winter range.

We used Palmer Drought Severity Index (PDSI; Palmer 1965) data (http://www.wrcc.dri.edu/wwdt/about.html, accessed 07 Jul 2014) to compare an index to soil moisture conditions across years on deer summer ranges. This standardized index is widely used to measure long-term drought intensity, and is based on evaporation, soil moisture, and temperature in past and current weather patterns (Palmer 1965). The PDSI values range from −6 to +6, with negative values indicating drier conditions (Palmer 1965). Ungulate survival was positively related to PDSI in other systems (Lawrence et al. 2004, Brown et al. 2006), suggesting that drought during summer can negatively affect female ungulate survival. We used the PDSI for August to determine if summer drought directly influenced summer survival, or if there were lag effects of drought that influenced fall survival at the individual summer range level (Table 1).

**Adult Female Survival Analysis**

We generated monthly survival estimates for adult female mule deer using known-fate models, with estimates and model selection statistics generated in Program MARK (White and Burnham 1999). This approach allowed for a staggered entry of marked deer, and the modeling of temporal variation and individual-specific covariates that we predicted would affect survival within a standardized model selection and multi-model inference framework (Murray 1995). We excluded from analysis deer whose collars failed prior to the data download process or that died within 14 days of capture because of the likelihood of capture myopathy (Chalmers and Barrett 1982).

We used an information-theoretic approach to evaluate models using Akaike’s Information Criterion (AIC); we considered models within 2 ΔAIC, to be competitive with the top model (Burnham and Anderson 2003). We also examined the 95% confidence intervals for slope coefficients (betas) and used the degree of interval overlap with zero to evaluate the direction and strength of model covariates.

To avoid a large a priori model set that would result from running every possible combination of all covariates, we used a sequential modeling approach that allowed us to evaluate covariate effects for specific types of covariates in single-factor models and in combination with competitive models retained from a previous modeling stage. At each modeling stage, we also evaluated models that excluded covariates from the previous stage to be sure all the covariates in our top models were informative (Arnold 2010). This sequential approach generally results in the same model selection outcome as an all-possible combinations modeling approach, with the benefits of a much smaller model set and fewer models with uninformative parameters (Arnold 2010, Doherty et al. 2012). We began by building models that examined temporal covariates including year, season, migration period, and hunting season. We then tested the location covariates associated with individuals, including WMU location during the summer and winter, herd group membership, and proximity to human development (winter range present within WUI). We tested these first as single factor models and then combined them in models with temporal covariates from competitive models identified from the first modeling stage. We then tested movement parameters, including migration behavior, distance migrated, and number of highways crossed, singly and in conjunction with competitive models from the first 2 modeling stages. Finally, we tested whether monthly survival was associated with winter precipitation or winter severity at the WMU scale and also at the individual home range scale through the process outlined above. We included the most general model including separate estimates of survival for each month and year and the model with no effects for comparison at all modeling stages.

**Causes of Mortality**

We documented 157 female deaths over the course of the study, but because of logistical difficulties associated with recovering mortalities (inaccessible locations and limited personnel) a portion of the carcasses could not be investigated to determine cause of death; thus, we had 54% categorized as unknowns. Therefore, we present the proportion of mortalities assigned to various known-cause categories relative to proportion known to have died to provide some basic information on the causes of mortality and relative frequency of these events when cause of death was known for mule deer in our study. During this study, Oregon did not issue hunting tags for females in our study area and only 1 deer management permit was given to a landowner with a nuisance deer. We defined illegal harvest as
any deer that we found mortally wounded from an arrow or firearm inside and outside the hunting season. There was a small possibility that some legal harvest of female deer on tribal lands could have occurred within Oregon’s archery and rifle season, and outside this season, so there is a potential that some of the females were unclaimed legal tribal harvest. However, considering that the locations of these mortalities fell outside tribal hunting areas (all but 2 were > 48 km away), it was unlikely these deer represented legal tribal harvest. Therefore, we considered all female deer that were killed by archery or rifle to be illegal harvest.

**RESULTS**

We used GPS collar data for 408 adult female mule deer over 82 months (Aug 2005 to May 2012) to estimate monthly survival. Adult female survival was best modeled by the effect of migration behavior (did a deer migrate or not), the additive effect of the fall migration period (Oct–Nov), and the additive effect of winter precipitation at the level of the individual’s winter range (Table 2). Only models including migration behavior had any model weight, and survival was positively associated with migration ($\beta_{\text{migrant}} = 0.556$, SE = 0.252, 95% CI = 0.060 to 1.052) compared to deer that remained resident year-round, and resident deer had higher survival than unknowns ($\beta_{\text{unknown}} = -1.719$, SE = 0.325, 95% CI = -2.375 to -1.080). Survival decreased during fall migration for all deer ($\beta_{\text{fall migration}} = -0.413$, SE = 0.244, 95% CI = -0.892 to -0.064) compared to monthly survival during the rest of the year (Mar–Sep; Fig. 2). Contrary to predictions, increased precipitation on an individual’s winter range ($\beta_{\text{Iwp}} = 0.014$, SE = 0.008, 95% CI = -0.002 to 0.031) during winter (Dec–Feb; Fig. 2). However, the effect of winter precipitation was weaker because 95% confidence intervals on the covariate coefficient slightly overlapped zero (<10% of the interval overlapped zero; Forsman et al. 2011; Fig. 3). Two other models were competitive (<2 $\Delta$AIC), but model weights were influenced primarily by the inclusion of either migration behavior or individual winter precipitation (Table 2).

We calculated annual survival rates from the best model including the effect of migration behavior, migration period, and winter precipitation ($\beta$ value across all deer each year) as the product of migratory months (Oct–Nov), winter months (Dec–Feb), and the rest of the year (Mar–Sep). We used a first-order Taylor expansion (i.e., the delta method; Cooch and White 2015:appendix B) to estimate standard errors for these estimates. Annual estimates of survival based on monthly estimates from the best model were approximately 0.82 for female migrants and 0.76 for residents (Fig. 4).

We characterized 75% of our individual deer as migratory, 16% as residents, and 9% with unknown migratory behavior. Our classification of deer migration behavior was consistent with results from the net squared displacement analysis, which characterized 73% of our individuals as migratory, 14% as resident, and 12% as nomadic. The estimated mean distance of migration between ranges for migratory deer from the net square displacement analysis was 38 ± 9.9 (SD)

---

**Table 1.** Covariate categories, models run within each category, and the predicted direction of the effect associated with monthly survival rates of female mule deer in south-central Oregon, USA, 2005–2012.

<table>
<thead>
<tr>
<th>Covariate category</th>
<th>Model and covariate acronyms</th>
<th>Description and predicted effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal effects</td>
<td>YR+Mon</td>
<td>Survival ($S$) is fully time-dependent varying by month (Mon) and year (YR; biological year: Jun–May 2005–2012).</td>
</tr>
<tr>
<td></td>
<td>YR+Mon</td>
<td>$S$ varies by month with an additive effect of year.</td>
</tr>
<tr>
<td></td>
<td>Mon</td>
<td>$S$ varies between all monthly intervals within a year.</td>
</tr>
<tr>
<td></td>
<td>YR</td>
<td>$S$ varies by year.</td>
</tr>
<tr>
<td></td>
<td>T, Ln T, or TT</td>
<td>Monthly survival exhibits a linear (T), log-linear (InT), or quadratic (TT) time trend within biological year.</td>
</tr>
<tr>
<td></td>
<td>SEAS</td>
<td>$S$ varies as a function of season (SEAS).</td>
</tr>
<tr>
<td></td>
<td>YR+SEAS</td>
<td>$S$ varies with an additive effect of year in addition to seasonal variation.</td>
</tr>
<tr>
<td></td>
<td>SMig</td>
<td>$S$ is negatively affected during the spring migration period only (spring: Apr–May).</td>
</tr>
<tr>
<td></td>
<td>FMig</td>
<td>$S$ is negatively affected during the fall migration period only (fall: Oct–Nov).</td>
</tr>
<tr>
<td></td>
<td>FFMig</td>
<td>$S$ is negatively affected during both migration periods.</td>
</tr>
<tr>
<td></td>
<td>FSMig+YR</td>
<td>$S$ is negatively affected during both migration periods with an additive effect of year.</td>
</tr>
<tr>
<td>Individual</td>
<td>sumWMU</td>
<td>$S$ varies as a function of summer Wildlife Management Unit.</td>
</tr>
<tr>
<td></td>
<td>winWMU</td>
<td>$S$ varies as a function of winter Wildlife Management Unit.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>$S$ varies as a function of herd group.</td>
</tr>
<tr>
<td></td>
<td>WUI</td>
<td>$S$ is negatively affected when ranges fall within the Wildland Urban Interface.</td>
</tr>
<tr>
<td>Movement</td>
<td>MU</td>
<td>$S$ varies as a function of migratory behavior with 3 levels (migrant, resident, unknown).</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>$S$ is negatively associated with the distance migrated between seasonal ranges.</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>$S$ is negatively associated with the number of highways crossed during migration.</td>
</tr>
<tr>
<td></td>
<td>TC</td>
<td>$S$ is negatively associated with the times highways are crossed during migration.</td>
</tr>
<tr>
<td>Environmental</td>
<td>Wpp</td>
<td>$S$ is negatively associated with an increase in winter precipitation at the WMU scale.</td>
</tr>
<tr>
<td></td>
<td>Iwp</td>
<td>$S$ is negatively associated with an increase in winter precipitation at the individual winter range scale.</td>
</tr>
<tr>
<td></td>
<td>Iws</td>
<td>$S$ is negatively associated with an increase in winter severity at the individual winter range scale.</td>
</tr>
<tr>
<td></td>
<td>Wws</td>
<td>$S$ is negatively associated with an increase in winter severity at the WMU scale.</td>
</tr>
<tr>
<td></td>
<td>Dr</td>
<td>$S$ is negatively associated with an increase in drought severity during August.</td>
</tr>
</tbody>
</table>
Table 2. Model selection results for the top 10 a priori models investigating survival probability (S) of radio-collared mule deer in south-central Oregon, USA, 2005–2012, relative to time effects, individual covariates, environmental covariates, and movement behavior. Models are ranked according to Akaike’s Information Criterion adjusted for small sample sizes (AICc). Difference in AICc (ΔAICc), Akaike weight (wi), number of parameters (K), and deviance are also listed for each model. Model set includes the intercept-only (null) model of constant survival over time, S(t), and the most general model with survival variation by season and year, S(t).

<table>
<thead>
<tr>
<th>Model</th>
<th>ΔAICc</th>
<th>wi</th>
<th>K</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>S(MU + FMig + Iwp)</td>
<td>1,018.84</td>
<td>0.00</td>
<td>5</td>
<td>1,008.83</td>
</tr>
<tr>
<td>S(MU + Iwp)</td>
<td>1,019.52</td>
<td>0.68</td>
<td>4</td>
<td>1,011.51</td>
</tr>
<tr>
<td>S(MU + FMig)</td>
<td>1,020.22</td>
<td>1.38</td>
<td>4</td>
<td>1,012.21</td>
</tr>
<tr>
<td>S(MU + FSprM)</td>
<td>1,021.33</td>
<td>2.49</td>
<td>5</td>
<td>1,011.31</td>
</tr>
<tr>
<td>S(MU + SprM + Iwp)</td>
<td>1,021.52</td>
<td>2.68</td>
<td>5</td>
<td>1,011.51</td>
</tr>
<tr>
<td>S(MU)</td>
<td>1,022.13</td>
<td>3.29</td>
<td>3</td>
<td>1,016.12</td>
</tr>
<tr>
<td>S(MU + FMig)</td>
<td>1,023.39</td>
<td>4.55</td>
<td>6</td>
<td>1,011.37</td>
</tr>
<tr>
<td>S(MU + SprM)</td>
<td>1,023.94</td>
<td>5.10</td>
<td>4</td>
<td>1,015.93</td>
</tr>
<tr>
<td>S(MU + FSprM)</td>
<td>1,025.74</td>
<td>6.90</td>
<td>6</td>
<td>1,013.72</td>
</tr>
<tr>
<td>S(Iwp)</td>
<td>1,026.46</td>
<td>7.62</td>
<td>9</td>
<td>1,008.43</td>
</tr>
<tr>
<td>S(t)</td>
<td>1,134.15</td>
<td>115.31</td>
<td>82</td>
<td>967.54</td>
</tr>
</tbody>
</table>

Figure 2. Seasonal survival rate estimates and 95% confidence intervals for migratory and resident adult female radio-collared mule deer in south-central Oregon, USA, 2005–2012. Fall (Sep–Nov) had the lowest monthly survival and was constant across years. Each winter (Dec–Feb) had a different seasonal estimate because the individual winter precipitation was a time varying covariate (noted by last 2 digits of year). Spring and summer (Mar–Aug) also had constant survival across all years. We derived estimates from the best approximating known-fate model including the additive effect of migration (migrants, residents, and unknown), the fall migration period, and individual winter range precipitation (Dec–Feb, x across all individuals each year).

Figure 3. Estimates of monthly survival during winter, December–February (with 95% confidence limits) plotted against mean monthly winter precipitation for adult female mule deer in south-central Oregon, USA, 2005–2012. We derived survival estimates from the best approximating known-fate model including the additive effect of migration (x across all migration categories, migrants, residents, and unknown), the fall migration time period, and individual total winter range precipitation (Dec–Feb).

DISCUSSION

We observed differences in monthly survival rates between migratory deer and resident deer and on average, migratory deer had 6% higher annual survival rate compared to residents. However, consistent with predictions regarding temporal variation in annual survival of adult females, we found very little model support for year-to-year variation in female survival rates within migration behavior categories. Annual survival rates for females in this study were lower for resident deer (0.76) than survival rates reported for adult females in other populations (0.85, Unsworth et al. 1999; 0.86, Bleich and Taylor 1998; 0.81, Bender et al. 2007; 0.91, Bishop et al. 2009). However, the weighted mean annual survival rate for adult females from values reported in the literature (n = 21) over 30 years was 0.84 (CV = 0.06; Forrester and Wittmer 2013), which was very similar to our annual estimates for migratory deer (0.82). The mean annual survival estimate for all females (residents, migrants, and unknowns) in this study across all years was 0.79 ± 0.02 (SE),

km and the mean residence time on summer range for these individuals was 159 ± 38 days.

We determined cause of mortality for 73 of 157 radio-collared female mule deer that died during the study and the deaths of 84 other deer (54%) were categorized as unknown. The causes of mortality identified for females included predation, anthropogenic mortality (vehicle collision or fencing entanglement), illegal harvest, and natural mortality (fawning, disease, and starvation or malnutrition). Relative to the number that died, following unknown, the highest proportion of females died as a result of predation (18%), followed by anthropogenic mortality (14%), illegal harvest (11%), and natural mortality (3%; Table 3).
Migration behavior represents a trade-off between the benefits of moving to higher quality habitat, which can ultimately increase reproductive success, compared to the potentially greater risk of predation or vehicle collision during the migration process while passing through unknown areas (Nicholson et al. 1997). Mule deer generally migrate from low elevations to a higher summer elevation for better foraging (D’Eon and Serrouya 2005, Monteith et al. 2011). Ranges used by mule deer in the summer can offer higher nutritional benefits in terms of quantity and quality than ranges at lower elevations used during the winter (Wallmo et al. 1977) and can be partly responsible for herd productivity (Julander et al. 1961). Deer that do not move to a different summer range (but remain on the same range year-round) make a risk-forage tradeoff, particularly if forage growing conditions are poor that year (Hebblewhite and Merrill 2009). One mechanism for partial migration (some individuals migrate; some stay on winter range year-round) make a risk-forage tradeoff, particularly if forage growing conditions are poor that year (Hebblewhite and Merrill 2009). One mechanism for partial migration (some individuals migrate; some stay on winter range year-round) in a population could be due to balancing density-depence when resources are limited (Lundberg 1988). In addition, there can be a wide range of individual migration distances within a partially migratory mule deer population (Sawyer et al. 2006, Monteith et al. 2011, Sawyer and Kauffman 2011, Middleton et al. 2013, Jones et al. 2014), and the distance a deer migrates may therefore, influence an individual’s overall fitness (Sawyer et al. 2016). For example, long-distance migrants (>150 km) can spend almost a third of their annual cycle on migration grounds, potentially increasing overall carrying capacity of the system as they take advantage of resources outside winter or summer ranges (Sawyer et al. 2016). The average distance migrated by mule deer in our study would classify our entire migratory population as short distance migrants following Sawyer et al. (2016; <50 km), and the time spent migrating averaged 26 days during fall and spring migration combined (Cupples and Jackson 2014). Thus, benefits gained from increased forage availability or quality on migration areas between seasonal ranges might be lower for deer in our study compared to longer-distance migrants, but they might also experience less travel-related anthropogenic mortality risk (road and fence crossings (Sawyer et al. 2016). In this study, the benefits of moving to a different seasonal range appeared to be worth the risk in terms of increased survival for our deer and was also evident in the high number of migratory (n = 316) compared to resident deer (n = 69) observed in the sample population.

Human disturbance as perceived by wildlife is difficult to quantify, and the parameter we developed specifically to quantify the effect of human disturbance on individual deer survival was not strongly supported. However, it may not have accurately represented the effect of development, land conversion, or vehicle traffic other studies have reported for large ungulates (Sawyer et al. 2006, Olson et al. 2014, Johnson et al. 2013). A recent study reported that the substantial increase in human development (resorts, homes, roads) led to an increase in habitat loss, disruption of migratory routes, and potentially increased stress on the mule deer population in the Bend, Oregon area (Coe et al. 2015). The continuous sprawling urbanization could also decrease habitat quality or overall carrying capacity, resulting in decreased survival for resident deer because of a lack of sufficient resources necessary for mule deer to meet their life-history needs (i.e., forage, cover, water).

In addition to a consistent difference in monthly survival throughout the year related to migration behavior, we also observed an additional difference in monthly survival during fall migration relative to other months in the year, consistent with observations for mule deer in southern California (Nicholson et al. 1997). However, the negative effect observed in this study was consistent for both migrants and residents (no support for an interaction), and only occurred during fall migration rather than both fall and spring migrations. There are 2 hypotheses that independently or in synergy might explain this finding. First, although female mule deer could not be legally harvested under the regulations in effect during this study, illegal harvest, or disturbance from legal harvest activities could negatively affect survival rates, and we might expect residents and short-distance migrants to be affected similarly (Sawyer et al.

### Table 3. Proportion of female radio-collared mule deer attributed to cause of death from the full sample of deer and from a sample of deer for which cause of death was known in south-central Oregon, USA, 2005–2012. The sources of mortality include predation (cougar and coyote), anthropogenic (vehicle or fence), illegal harvest, natural (disease, malnutrition, fawning), and unknown (cause of mortality could not be determined).

<table>
<thead>
<tr>
<th>Mortality source</th>
<th>Proportion of deaths</th>
<th>Proportion of deaths where cause was known</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predation</td>
<td>0.18 (29/157)</td>
<td>0.40 (29/73)</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>0.14 (22/157)</td>
<td>0.30 (22/73)</td>
</tr>
<tr>
<td>Illegal harvest</td>
<td>0.11 (17/157)</td>
<td>0.23 (17/73)</td>
</tr>
<tr>
<td>Natural</td>
<td>0.03 (5/157)</td>
<td>0.07 (5/73)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0.54 (84/157)</td>
<td></td>
</tr>
</tbody>
</table>
...female mule deer in this study (40%), which is consistent with findings for other mule deer populations (Bleich and Taylor 1998, Robinson et al. 2002). However, the proportion of known mortalities attributed to anthropogenic (mainly vehicle collision) causes was second (30%), and illegal harvest (23%) the third leading cause of female mortality (Table 3). This is unexpected because Oregon hunting regulations did not allow for female deer harvest during this study. Competing risks like illegal harvest are often grouped together with other sources of mortality that are not significant enough to stand on their own as a separate category (Forrester and Wittmer 2013). Thus, it is unclear how prevalent illegal harvest is for females in other populations, but presumably it is low given it is rarely reported separately.

MANAGEMENT IMPLICATIONS

It is important to maintain corridors and pathways for future mule deer movements given the current benefits of migration to annual female survival. Resident deer that had summer ranges in more urbanized areas had lower survival than the migrant deer that moved out of urban areas during the summer. If maintaining or increasing mule deer populations by increasing survival rates of resident female mule deer throughout the year is an important objective, then it is important for future development in this part of Oregon to consider avoiding deer migration routes and winter ranges.

In addition, our research suggests that female mule deer have lower survival during fall migration, a time when we documented mortality from illegal harvest and other human-related causes. More research is needed to confirm the sources of mortality important during this time period. However, if human activities are associated with these survival patterns, there is the potential for management, hunter education, and law enforcement actions to decrease these negative effects to the benefit of resident and migratory female mule deer populations.
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